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#### Abstract

Algebraic expressions are given for the sideband intensities of REDOR dephasing experiments as a function of the relative orientation of the CSA and dipolar tensors. The expressions are straightforward to derive and implement and can be easily modified for variations in the spin systems, including distributions of distances and multiple dephasers. These expressions, along with the high sensitivity, resolution, and general robust nature of REDOR, make determining CSA-dipolar orientations from REDOR experiments reliable and, compared to full simulations, efficient and routine. Additionally, it is shown that even the $\pm 1$ sidebands of fast-spinning samples may contain significant information about orientation. Finally, numerical integration of the expressions supports the intuitive notion that any difference in the sideband dephasing rates is evidence of preferred CSA-dipolar orientations. This fact can be used to gauge the extent of local molecular order in intermolecular dephasing experiments. © 2002 Elsevier Science


## INTRODUCTION

Many solid-state NMR techniques use the orientation dependence of anisotropic interactions to probe molecular order and orientation (1-20). Usually, these experiments correlate the orientation of a tensor quantity, such as the chemical shift anisotropy (CSA) or quadrupolar interaction, with either the magnetic field, $\boldsymbol{B}_{0}$, or with the orientation of another molecular tensor such as the CSA tensor of a different nucleus. Generally, the first type of correlation provides information about molecular order and the latter type provides information about inter- or intramolecular orientation.

Of the many anisotropic interactions, the magnetic dipolar interaction between two nuclei is particularly useful in that it is a function of both the internuclear distance and orientation. Potentially, a single experiment can yield both of these quantities. Additionally, the dipolar tensor has cylindrical symmetry and, consequently, requires only two Euler rotation angles to specify its orientation, as compared with three for a general second-rank tensor. This parameter reduction results in significant computational savings and easier visualization of the orientation because simpler spherical polar coordinates can be used.

[^0]Many experiments have been proposed that correlate dipolar and CSA interactions to infer the relative orientation of their corresponding tensors (4-6, $8-11,14,18-24)$. One such experiment involves the REDOR dephasing of spinning sidebands $(9,13$, 19). Along with the above advantages of the dipolar interaction, this experiment also has the advantages of high resolution and sensitivity, which are typical of 1-D, cross-polarization, magicangle spinning experiments. Previously, simulations were used to determine the relative orientation $(9,13,19)$. In the following, we will present algebraic expressions that can be used to calculate directly the REDOR sideband intensities and, then, illustrate their use in determining the relative orientation of a dipolar tensor with respect to a CSA tensor for $\mathrm{L}-\left[1-{ }^{13} \mathrm{C},{ }^{15} \mathrm{~N}\right]$ alanine.

## THEORY

The CSA-dipolar orientation dependence for magic angle sample spinning (MAS) has been presented several times (5, 6, 9, 25-27). Heuristically, the dependence can be established by noting that sideband $N$ is composed of its own CSA-weighted distribution, $G_{\mathrm{N}}[\Omega]$, of CSA tensor orientations, where $\Omega$ represents the Euler powder angles $(\alpha, \beta, \gamma)$ describing the tensor orientation with respect to the rotor frame. This weighting, in conjunction with the orientation dependence of REDOR dephasing, $R_{\mathrm{D}}[\Omega]$, embeds the relative CSA-dipolar tensor orientation into the sideband dephasing. From this view, the intensity of sideband $N, I_{\mathrm{N}}$, should be an average of the form

$$
\begin{equation*}
I_{\mathrm{N}}=\int R_{\mathrm{D}}\left[\Omega ; P_{\mathrm{D}}\right] G_{\mathrm{N}}\left[\Omega ; P_{\mathrm{CS}}\right] d \Omega \tag{1}
\end{equation*}
$$

where $P_{\mathrm{CS}}$ and $P_{\mathrm{D}}$ represent general parameters describing the CSA and dipolar tensors, respectively. Below, such a relationship will be derived.

We begin by identifying the FID, $S[t]$, as

$$
\begin{equation*}
S[t]=\frac{1}{8 \pi^{2}} \int d \Omega e^{i \Theta\left[t, \Omega, \delta, \eta, \alpha_{\mathrm{D}}, \beta_{\mathrm{D}}, D\right]} \tag{2}
\end{equation*}
$$

where the instantaneous phase, $\Theta$, is a result of both CSA $\left(\Theta_{\mathrm{CS}}\right)$ and dipolar $\left(\Theta_{D}\right)$ evolution:

$$
\begin{align*}
\Theta\left[t, \Omega, \delta, \eta, \alpha_{\mathrm{D}}, \beta_{\mathrm{D}}, D\right]= & \Theta_{\mathrm{CS}}[t, \Omega, \delta, \eta] \\
& +\Theta_{\mathrm{D}}\left[t, \Omega, \alpha_{\mathrm{D}}, \beta_{\mathrm{D}}, D\right] . \tag{3}
\end{align*}
$$

In these and following expressions, the parameters describing the tensors are: $\delta$ and $\eta$, the CSA anisotropy and asymmetry parameters; $\alpha_{\mathrm{D}}$ and $\beta_{\mathrm{D}}$, the azimuthal and polar angles of the dipolar vector in the CSA principal axis system, respectively; and, $D$, the dipolar coupling constant. Other parameter definitions include: $\omega_{\mathrm{R}}$, the rotor speed ( $\mathrm{rad} / \mathrm{s}$ ); $T_{\mathrm{R}}$ the rotor period; $B_{\mathrm{R}}$, the rotor angle with respect to $\boldsymbol{B}_{0}\left(\tan ^{-1} \sqrt{2}\right.$ for MAS); $t$, the evolution time; $\omega_{0}$, the Larmor frequency; and $\bar{\sigma}$, the isotropic chemical shift.
$\Theta_{\mathrm{CS}}$ and $\Theta_{\mathrm{D}}$ are given by

$$
\begin{align*}
\Theta_{\mathrm{CS}}[t, \Omega, \delta, \eta] & =\int_{0}^{t} \omega_{\mathrm{CS}}[\tau, \Omega, \delta, \eta] d \tau  \tag{4}\\
\Theta_{\mathrm{D}}\left[t, \Omega, \alpha_{\mathrm{D}}, \beta_{\mathrm{D}}, D\right] & =\int_{0}^{t} \omega_{\mathrm{D}}\left[\tau, \Omega, \alpha_{\mathrm{D}}, \beta_{\mathrm{D}}, D\right] d \tau \tag{5}
\end{align*}
$$

where

$$
\begin{align*}
& \omega_{\mathrm{CS}}(t, \Omega, \delta, \eta) \\
& =\sum_{q, q^{\prime}=-2}^{2} \mathbf{A}_{2 q^{\prime}}^{\mathrm{CS}_{\text {PAS }}}[\delta, \eta] \mathbf{D}_{q^{\prime} q}^{2}[\alpha, \beta, \gamma] \\
& \quad \times \mathbf{D}_{q 0}^{2}\left[-\omega_{\mathrm{R}} t, B_{\mathrm{R}}, 0\right]+\omega_{0} \bar{\sigma} \tag{6}
\end{align*}
$$

and for spin $1 / 2$ nuclei

$$
\begin{align*}
\omega_{\mathrm{D}}\left[t, \Omega, \alpha_{\mathrm{D}}, \beta_{\mathrm{D}}, D\right]= & \pm \sum_{q, q^{\prime}=-2}^{2} \mathbf{A}_{20}^{\mathrm{D}_{\mathrm{P} A s}}[D] \mathbf{D}_{0 q}^{2}\left[0, \beta_{\mathrm{D}}, \pi-\alpha_{\mathrm{D}}\right] \\
& \times \mathbf{D}_{q q^{\prime}}^{2}[\alpha, \beta, \gamma] \mathbf{D}_{q^{\prime} 0}^{2}\left[-\omega_{\mathrm{R}} t, B_{\mathrm{R}}, 0\right] . \tag{7}
\end{align*}
$$

In Eqs. [6] and [7], the $\mathbf{D}_{n m}^{2}$ are the Wigner rotation matrices and the other tensors have typical definitions (28), which are stated explicitly in the Appendix.

The phase, $\Theta$, is dependent on the pulse sequence, which in general will have two parts, REDOR evolution and free evolution (FID). The following derivation will be based on the sequence in Fig. 1, but, generally, it applies to any REDOR sequence that has the dephasing pulses separated by $T_{\mathrm{R}} / 2$. It should be noted that if antiphase components are neglected or eliminated (9), such pulse sequences generate real (absorptive/emissive) spectra ( 29,30 ). During $n$ rotor cycles of REDOR evolution, $\Theta_{\mathrm{CS}}$ is refocused (i.e., $=0$ ) and $\Theta_{\mathrm{D}}$ evolves to


FIG. 1. Pulse sequence used for the REDOR experiments in which the number of ${ }^{13} \mathrm{C}$ pulses is fixed at eight in order to have both xy8 phase-cycling and minimal homonuclear effects. The gray boxes on the ${ }^{15} \mathrm{~N}$ channel represent $(2 n-1)$ xy8 phase-cycled $\pi$ pulses every $1 / 2$ rotor cycle, where $n=1,2,3, \ldots$. The total evolution time is, therefore, $n 8 T_{\mathrm{R}}$. The $S_{0}$ spectra do not have ${ }^{15} \mathrm{~N}$ pulses. ${ }^{1} \mathrm{H}$ CP generates the initial ${ }^{13} \mathrm{C}$ magnetization (not shown).

$$
\begin{align*}
\Theta_{\mathrm{D}}\left[\Omega, \alpha_{\mathrm{D}}, \beta_{\mathrm{D}}, \lambda_{\mathrm{D}}\right]= & n\left(\int_{0}^{T_{\mathrm{R}} / 2} \omega_{\mathrm{D}}\left[\tau, \Omega, \alpha_{\mathrm{D}}, \beta_{\mathrm{D}}, D\right] d \tau\right. \\
& \left.-\int_{T_{\mathrm{R}} / 2}^{T_{\mathrm{R}}} \omega_{\mathrm{D}}\left[\tau, \Omega, \alpha_{\mathrm{D}}, \beta_{\mathrm{D}}, D\right] d \tau\right) \tag{8}
\end{align*}
$$

where $\lambda_{\mathrm{D}}$ equals $2 \pi n D / \omega_{\mathrm{R}}$, a unitless dipolar evolution parameter. The form of $\Theta_{D}$ after integration is given in the Appendix.

During the FID, there is $\Theta_{\mathrm{CS}}$ evolution and, for simplicity, $\Theta_{\mathrm{D}}$ is assumed to be zero. This assumption results in negligible error as long as $\delta \gg D . \Theta_{\mathrm{CS}}$ during the FID is

$$
\begin{align*}
\Theta_{\mathrm{CS}}[t, \Omega, \delta, \eta]= & \int_{0}^{t} d \tau \omega_{\mathrm{CS}}[\tau, \Omega, \delta, \eta] \\
= & \omega_{0} \bar{\sigma} t+\omega_{0}\left(F_{\mathrm{CS}}\left[\alpha, \beta, \gamma-\omega_{\mathrm{R}} t, \delta, \eta\right]\right. \\
& \left.-F_{\mathrm{CS}}[\alpha, \beta, \gamma, \delta, \eta]\right), \tag{9}
\end{align*}
$$

where $F_{\mathrm{CS}}$ is defined in the Appendix.
After inserting Eqs. [8] and [9] into Eq. [2], the sideband structure of the spectrum is apparent either by noting the periodicity of $S[t]$ and its Fourier series expansion (25) or by direct Fourier transformation of $S[t]$ (31). The Fourier transform is accomplished by first expanding the $t$-dependent trigonometric terms of $\mathrm{e}^{\mathrm{i} \Theta}$ into Bessel series. The transform is then straightforward and results in a $\delta\left[\omega_{0} \bar{\sigma}-\omega_{\mathrm{R}}(j+l+2 k+2 m)-\omega\right]$ term in the spectrum, $S[\omega]$, where $\delta[x]$ represents the delta function with argument $x ; \omega$ is the frequency ( $\mathrm{rad} / \mathrm{s}$ ); and $j, k, l$, and $m$ are the integer indices from the Bessel-series expansions. Setting $N$ to $j+l+2 k+2 m$, this term mandates that there is only intensity at $\omega_{0} \bar{\sigma}-N \omega_{\mathrm{R}}$ or integer multiples of $\omega_{\mathrm{R}}$ from the isotropic
frequency. Explicitly, the intensity of the $N$ th sideband is

$$
\begin{align*}
& I_{\mathrm{N}}\left[\delta, \eta, \alpha_{\mathrm{D}}, \beta_{\mathrm{D}}, \lambda_{\mathrm{D}}\right] \\
& =\frac{1}{8 \pi^{2}} \int d \Omega\left[\operatorname { e x p } \left(-i\left(F_{\mathrm{CS}}[\alpha, \beta, \gamma, \delta, \eta]\right.\right.\right. \\
& \left.\left.\quad+\Theta_{\mathrm{D}}\left[\alpha, \beta, \gamma, \alpha_{\mathrm{D}}, \beta_{\mathrm{D}}, \lambda_{\mathrm{D}}\right]-N \gamma\right)\right) \\
& \left.\quad \cdot \sum_{k l m=-\infty}^{\infty} \mathrm{e}^{i \frac{\pi}{2}(l+m)} J_{N-l-2 k-2 m}^{A_{1}} J_{k}^{A_{2}} J_{l}^{B_{1}} J_{m}^{B_{2}}\right], \tag{10}
\end{align*}
$$

where $J_{m}^{x}$ represents an $m$ th-order Bessel function of the first kind with argument $x$. The arguments are defined in the Appendix. Converting the series to an integral equation results in

$$
I_{\mathrm{N}}=\frac{1}{8 \pi^{2}} \int d \Omega\left[\begin{array}{l}
e^{-i\left(F_{\mathrm{CS}}[\alpha, \beta, \gamma, \delta, \eta]+\Theta_{\mathrm{D}}\left[\alpha, \beta, \gamma, \alpha_{\mathrm{D}}, \beta_{\mathrm{D}}, \lambda_{\mathrm{D}}\right]-N \gamma\right)}  \tag{11}\\
\frac{1}{2 \pi} \int d \varphi e^{i\left(F_{\mathrm{CS}}[\alpha, \beta, \varphi, \delta, \eta]-N \phi\right)}
\end{array}\right]
$$

Equation [11] is comparable to Eq. [1] with

$$
\begin{align*}
G_{\mathrm{N}}[\Omega ; \delta, \eta]= & e^{-i\left(F_{\mathrm{CS}}[\alpha, \beta, \gamma, \delta, \eta]-N \phi\right)} \\
& \cdot \frac{1}{2 \pi} \int d \varphi e^{i\left(F_{\mathrm{CS}}[\alpha, \beta, \varphi, \delta, \eta]-N \gamma\right)} \tag{12}
\end{align*}
$$

and for the pulse sequence in Fig. 1

$$
\begin{equation*}
R_{\mathrm{D}}\left[\alpha, \beta, \gamma ; \alpha_{\mathrm{D}}, \beta_{\mathrm{D}}, \lambda_{\mathrm{D}}\right]=\operatorname{Cos}\left[\Theta_{\mathrm{D}}\left[\alpha, \beta, \gamma, \alpha_{\mathrm{D}}, \beta_{\mathrm{D}}, \lambda_{\mathrm{D}}\right]\right] \tag{13}
\end{equation*}
$$

where now both the $\pm$ spin states of the ensemble of dipolar interactions have been included. Thus,

$$
\begin{equation*}
I_{\mathrm{N}}=\frac{1}{8 \pi^{2}} \int d \Omega G_{\mathrm{N}}[\Omega ; \delta, \eta] R_{\mathrm{D}}\left[\Omega ; \alpha_{\mathrm{D}}, \beta_{\mathrm{D}}, \lambda_{\mathrm{D}}\right] . \tag{14}
\end{equation*}
$$

Assuming the integrals will be calculated numerically, Eqs. [12]-[14] provide an efficient means of calculating $I_{\mathrm{N}}$ because $G_{\mathrm{N}}[\Omega ; \delta, \eta]$ can be tabulated for each powder angle. Equation [14] also shows that only $R_{\mathrm{D}}$ must be calculated for other spin systems (such as spin 1 or multiple dephasers) and other pulse sequences. It should be noted, though, that this form of $I_{\mathrm{N}}$ is only valid if $\Theta_{\mathrm{D}}$ and antiphase components are negligible during the FID (9).

## EXPERIMENTS

The ${ }^{13} \mathrm{C}$ cross-polarization (CP) magic-angle spinning (MAS) spectra in Fig. 2 are of $\mathrm{L}-\left[1-{ }^{13} \mathrm{C},{ }^{15} \mathrm{~N}\right]$ alanine diluted $1: 9$ in


FIG. 2. ${ }^{13} \mathrm{C}\left\{{ }^{15} \mathrm{~N}\right\}$ REDOR NMR spectra of diluted $\mathrm{L}-\left[1-{ }^{13} \mathrm{C},{ }^{15} \mathrm{~N}\right]$ alanine for an evolution time of 9.6 ms with $\omega_{\mathrm{R}} / 2 \pi=5000 \mathrm{~Hz}$ (left) and $\omega_{\mathrm{R}} / 2 \pi=1667 \mathrm{~Hz}$ (right). The bottom spectra are the $S_{0}$ reference spectra and the top are the $S$ dephased spectra (with the stated vertical scale). At 1667 Hz , variations in sideband intensities of $S$ relative to those of $S_{0}$ are apparent throughout the spectrum. For $S$ at 5000 Hz , the variations are most apparent for the $\pm 2$ sidebands. The resonances at 20 and 50 ppm are due to the natural-abundance methyl and $\alpha$ carbons, respectively.
natural abundance L -alanine and recrystallized. The spectra were acquired with a Chemagnetics CMX-300 spectrometer operating at 75.4532 MHz and ambient temperature using the pulse sequence in Fig. 1 and a probe described previously (7). Other experimental conditions included a $2-\mathrm{ms} 50-\mathrm{kHz}{ }^{13} \mathrm{C}-{ }^{1} \mathrm{H}$ matched CP transfer, $50-\mathrm{kHz} B_{1}$ fields for the ${ }^{13} \mathrm{C}$ and ${ }^{15} \mathrm{~N} \pi$ pulses, and $80-\mathrm{kHz}$ proton decoupling. The $S_{0}$ and $S$ spectra represent the reference (without ${ }^{15} \mathrm{~N}$ pulses) and dephased (with ${ }^{15} \mathrm{~N}$ pulses) spectra, respectively (32). The CSA parameters, $\delta$ and $\eta$, for the carboxyl carbon were obtained from a slow-spinning spectrum $\left(\omega_{\mathrm{R}} / 2 \pi=1000 \mathrm{~Hz}\right.$, not shown) and found to be 5265 Hz and 0.79 , respectively (31, 33, 34). From the REDOR spectra with $\omega_{\mathrm{R}} / 2 \pi=1667 \mathrm{~Hz}, D$ was found to be $182 \mathrm{~Hz}(35)$.

## RESULTS

Typical REDOR spectra of diluted $\mathrm{L}-\left[1-{ }^{13} \mathrm{C},{ }^{15} \mathrm{~N}\right]$ alanine are shown in Fig. 2. The differences in the sideband dephasing rates are most apparent in the $1667-\mathrm{Hz}$ spectra and the $\pm 2$ sidebands of the $5000-\mathrm{Hz}$ spectra. Figure 3 shows the experimental (symbols) and calculated (curves) centerband and $\pm 1$ sideband dephasing, $\Delta S / S_{0}$, where $\Delta S=\left(S_{0}-S\right)$, as a function of the REDOR evolution time for $\omega_{\mathrm{R}} / 2 \pi=5000 \mathrm{~Hz}$. Differences in dephasing rates are obvious. To account for experimental factors such as finite pulses, incomplete decoupling, etc., and to allow for a more accurate visual comparison of the experimental and calculated sideband dephasing rates, the data were scaled so that the sum of the sideband and centerband dephasing, i.e., the total dephasing, matched the corresponding theoretical values for a $182-\mathrm{Hz}$ coupling. This scaling predominantly affected the data around


FIG. 3. Experimental (symbols) and calculated (curves) REDOR sideband dephasing ( $\Delta S / S_{0}$ ) as a function of the dipolar evolution time for $\omega_{\mathrm{R}} / 2 \pi=$ 5000 Hz . The experimental values have been scaled so that the total dephasing at each evolution time equals that of the calculation. The calculations are based on a CSA-dipolar orientation of $\alpha_{\mathrm{D}}=27^{\circ}$ and $\beta_{\mathrm{D}}=80^{\circ}$ and CSA parameters $\delta=5265 \mathrm{~Hz}$ and $\eta=0.79$.
9.6 ms , which only reached about 0.9 for both the 1667 and $5000-\mathrm{Hz}$ data after being corrected for natural abundance contributions to $S_{0}$. This scaling was also applied while determining the best fit for the relative CSA-dipolar orientation, but intensity ratios with no scaling, could have been used with equal effectiveness. The curves in Fig. 3 were generated using Eqs. [12]-[14] with $\alpha_{\mathrm{D}}=27^{\circ}, \beta_{\mathrm{D}}=80^{\circ}$, and the other parameters as stated previously.

The contour plots in Fig. 4 illustrate the sideband dephasing as a function of $\alpha_{\mathrm{D}}$ and $\beta_{\mathrm{D}}$ for $\lambda_{\mathrm{D}}=1.75$, which corresponds to the $9.6-\mathrm{ms}$ data in Fig. 3. The plots show the $D_{2 \mathrm{~h}}$ symmetry of the relative CSA-dipolar orientations where $\left\{\alpha_{\mathrm{D}}, \beta_{\mathrm{D}}\right\}=\left\{-\alpha_{\mathrm{D}}, \beta_{\mathrm{D}}\right\}=\left\{\pi-\alpha_{\mathrm{D}}, \beta_{\mathrm{D}}\right\}=\left\{\alpha_{\mathrm{D}}, \pi-\beta_{\mathrm{D}}\right\}=$ $\left\{\pi-\alpha_{\mathrm{D}}, \pi-\beta_{\mathrm{D}}\right\}=\left\{\pi+\alpha_{\mathrm{D}}, \pi-\beta_{\mathrm{D}}\right\}=\left\{-\alpha_{\mathrm{D}}, \pi-\beta_{\mathrm{D}}\right\}=$ $\left\{\pi+\alpha_{\mathrm{D}}, \beta_{\mathrm{D}}\right\}$, which results from an assumed symmetric CSA tensor. Figure 5 is a contour plot of the $0^{\circ}<\alpha_{\mathrm{D}}, \beta_{\mathrm{D}}<90^{\circ}$ region of the error function, $\chi^{2}$, as a function of orientation using the 4.8 - and $9.6-\mathrm{ms}$ data with $\omega_{\mathrm{R}} / 2 \pi=5000 \mathrm{~Hz} . \chi^{2}$ is defined as

$$
\begin{align*}
& \chi^{2}\left[\alpha_{\mathrm{D}}, \beta_{\mathrm{D}}, \lambda_{\mathrm{D}}\right] \\
& \quad=\sqrt{\sum_{j, k}\left(1-S^{k}\left[\lambda_{\mathrm{D}}\right]_{\exp (j)} / S^{k}\left[\alpha_{\mathrm{D}}, \beta_{\mathrm{D}}, \lambda_{\mathrm{D}}\right]_{\operatorname{calc}(j)}\right)^{2}} \tag{15}
\end{align*}
$$

where $S^{k}$ is the integrated (scaled) intensity of the $k$ th sideband $(k=-1 \cdots+1)$ and $\exp (j)$ and $\operatorname{calc}(j)$ denote experimental (scaled) and calculated values, respectively, for the $j$ th dephasing time.

Figure 6 shows the scaled REDOR data (symbols) and corresponding calculations for the upper sidebands and centerband with $\omega_{\mathrm{R}} / 2 \pi=1667 \mathrm{~Hz}$. The analysis was performed as described for the $5000-\mathrm{Hz}$ data. Figure 7 shows the lower sidebands and corresponding calculation for the $1667-\mathrm{Hz}$ data. Figure 8 shows the $\chi^{2}$ plot that results from the 4.8 and 9.6 ms data with $\omega_{\mathrm{R}} / 2 \pi=1667 \mathrm{~Hz}$ and $k=-3 \ldots+3$.

## DISCUSSION

Compared to density matrix simulations (13), Eqs. [12]-[14] allow for a quicker, less tedious analysis of sideband data. From a data-processing perspective, this approach does not require a multitude of simulated spectra to analyze. Although the contour plots in Fig. 4, or complimentary plots of the ratios of $S^{i} / S_{0}^{i}$ to $S^{\mathrm{j}} / S_{0}^{\mathrm{j}}$, could be used in a graphical analysis, such as that used by Herzfeld and Berger (31), to determine the relative orientation, the REDOR sideband analysis is more practical, efficient, and automated if $\chi^{2}$ is used in either a search procedure, as we have done, or in a minimization routine (30). Additionally, the error function can be easily manipulated to include data and calculations from multiple REDOR evolution times (i.e., varying $\lambda_{\mathrm{D}}$ ), sideband ratios, etc.

In the analysis of the relative CSA-dipolar orientation for the intramolecular interaction in alanine, there are five variables


FIG. 4. $S / S_{0}$ contour plots of the $-1,0$, and +1 sidebands as a function of polar angles $\alpha_{\mathrm{D}}$ and $\beta_{\mathrm{D}}$. For the plots, $\lambda_{\mathrm{D}}=1.75$ and $\omega_{\mathrm{R}} / 2 \pi=5000 \mathrm{~Hz}$. The contours divide the range between the minimum and maximum calculated values (shown on the plots) into 10 equally spaced intervals with the darkest region corresponding to the smallest $S / S_{0}$ or greatest dephasing.


FIG. 5. Contour plot of the minimum $\chi^{2}$ values for the $5000-\mathrm{Hz}$ REDOR data as a function of the angles $\alpha_{\mathrm{D}}$ and $\beta_{\mathrm{D}}$. Each contour represents a $50 \%$ increase in error $\left(\chi^{2}\right)$, with the darkest region representing the best fit.
(Eq. [14]). The only parameters external to the REDOR experiment are the CSA anisotropic and asymmetry values, which are relatively straightforward to determine (31, 33). The dipolar coupling can be derived from the REDOR data independently from the orientation (32), leaving only $\alpha_{\mathrm{D}}$ and $\beta_{\mathrm{D}}$, the angles describing the relative CSA-dipolar orientation,


FIG. 6. Experimental (symbols) and calculated (curves) REDOR sideband dephasing $\left(\Delta S / S_{0}\right)$ as a function of evolution time for the upper sidebands at $\omega_{\mathrm{R}} / 2 \pi=1667 \mathrm{~Hz}$. The scaling and calculation are similar to that of Fig. 3.


FIG. 7. Experimental (symbols) and calculated (curves) REDOR sideband dephasing as a function of evolution time for the lower sidebands at $\omega_{\mathrm{R}} / 2 \pi=$ 1667 Hz . The scaling and calculation are similar to those of Fig. 3.
to be derived from the sideband data. Of course, to relate the dipolar orientation to the molecular frame, the orientation of the CSA principal axis would also have to be known in this frame.

The orientations that reproduce the experimental dephasing rates are shown in $\chi^{2}$ plots of Figs. 5 and 8. The plot for the


FIG. 8. Contour plot of the minimum $\chi^{2}$ values for the $1667-\mathrm{Hz}$ REDOR data as a function of the angles $\alpha_{\mathrm{D}}$ and $\beta_{\mathrm{D}}$. Each contour represents a $50 \%$ increase in error, with the darkest region representing the best fit.
$5000-\mathrm{Hz}$ data shows that even limited data can significantly reduce the parameter space of the probable orientations. Thus, if sensitivity is limiting, significant orientation information may be derived from fast-spinning experiments. Of course, spinning slower results in more distinguishable $G_{\mathrm{N}}[\Omega, \delta, \eta] \mathrm{s}$ and, consequently, the range of probable orientations will be reduced. The $\chi^{2}$ plot in Fig. 8 shows that spinning $\mathrm{L}-\left[1-{ }^{13} \mathrm{C},{ }^{15} \mathrm{~N}\right]$ alanine at 1667 Hz reduced the probable orientations significantly from the $5000-\mathrm{Hz}$ data to a narrow region centered at $\left\{27^{\circ}, 80^{\circ}\right\}$. In a single crystal study, the orientation was reported to be $\left\{23^{\circ}, 79^{\circ}\right\}$ (37).

Although not pertinent to alanine, a simple and important aspect of sideband dephasing is that for an isotropic distribution of CSA-dipolar orientations, all sidebands will dephase at the same rate. This assertion seems intuitively clear, but we confirmed it by numerically integrating Eq. [14] over an isotropic distribution of orientations. Thus, without further analysis, sideband dephasing plots such as those of Figs. 3, 6, and 7 indicate whether there are preferred CSA-dipolar orientations in powder samples. For intermolecular interactions in seemingly amorphous systems such as polymer glasses, such plots, or even a single REDOR dephased spectrum, may be very useful for determining the presence of microscopic local order.

## APPENDIX

$$
\begin{array}{lcc}
\Omega \Rightarrow \alpha, \beta, \gamma & B_{\mathrm{R}}=\operatorname{Tan}^{-1}[\sqrt{2}] & \omega_{0}=-\gamma_{n} \mathbf{B}_{0} \\
\bar{\sigma}=\frac{\sigma_{\mathrm{xx}}+\sigma_{\mathrm{yy}}+\sigma_{\mathrm{zz}}}{3} & \delta=\sigma_{\mathrm{zz}}-\bar{\sigma} & \eta=\frac{\sigma_{\mathrm{yy}}-\sigma_{\mathrm{xx}}}{\delta} \\
\mathbf{A}_{20}^{\mathrm{CS}} \mathrm{P}_{\mathrm{PAS}}=-\omega_{0} \delta & \mathbf{A}_{2 \pm 2}^{\mathrm{CS}} \mathrm{~S}_{\mathrm{PS}}=-\omega_{0} \delta \eta / \sqrt{6} & \mathbf{A}_{2 \pm 1}^{\mathrm{CS}}=0 \\
D=\frac{\gamma_{1 n} \gamma_{2 n} \hbar}{2 \pi r^{3}} & \mathbf{A}_{20}^{\mathrm{D}_{\mathrm{PAS}}}=D & \lambda_{D}=n T_{\mathrm{R}} D \tag{A1}
\end{array}
$$

$$
\begin{align*}
& A_{1}[\alpha, \beta, \delta, \eta]=\frac{\delta \sqrt{2}}{2 \omega_{\mathrm{R}}} \operatorname{Sin} 2 \beta\left(\frac{\eta}{3} \operatorname{Cos} 2 \alpha+1\right)  \tag{A2}\\
& A_{2}[\alpha, \beta, \delta, \eta]=\frac{\delta}{4 \omega_{\mathrm{R}}}\left(\frac{\eta}{3}\left(\operatorname{Cos}^{2} \beta+1\right) \operatorname{Cos} 2 \alpha-\operatorname{Sin}^{2} \beta\right)  \tag{A3}\\
& B_{1}[\alpha, \beta, \delta, \eta]=\frac{\delta \eta \sqrt{2}}{3 \omega_{\mathrm{R}}} \operatorname{Sin} 2 \alpha \operatorname{Sin} \beta  \tag{A4}\\
& B_{2}[\alpha, \beta, \delta, \eta]=\frac{\delta \eta}{6 \omega_{\mathrm{R}}} \operatorname{Sin} 2 \alpha \operatorname{Cos} \beta  \tag{A5}\\
& F_{\mathrm{CS}}[\alpha, \beta, \gamma, \delta, \eta] \\
&= \omega_{0}\left(A_{1}[\alpha, \beta, \delta, \eta] \operatorname{Sin}[\gamma]+A_{2}[\alpha, \beta, \delta, \eta] \operatorname{Sin}[2 \gamma]\right. \\
& \quad\left.+B_{1}[\alpha, \beta, \delta, \eta] \operatorname{Cos}[\gamma]+B_{2}[\alpha, \beta, \delta, \eta] \operatorname{Cos}[2 \gamma]\right)
\end{align*}
$$

$$
\begin{aligned}
& C_{1}\left[\alpha, \beta, \alpha_{\mathrm{D}}, \beta_{\mathrm{D}}, \lambda_{\mathrm{D}}\right] \\
& =\lambda_{\mathrm{D}} \sqrt{2}\left(2 \operatorname{Sin} 2 \beta_{\mathrm{D}} \operatorname{Cos} 2 \beta \operatorname{Cos}\left(\alpha-\alpha_{\mathrm{D}}\right)\right. \\
& \left.\quad+\operatorname{Sin}^{2} \beta_{\mathrm{D}} \operatorname{Sin} 2 \beta \operatorname{Cos} 2\left(\alpha-\alpha_{\mathrm{D}}\right)-\frac{1}{2}\left(1+3 \operatorname{Cos} 2 \beta_{\mathrm{D}}\right) \operatorname{Sin} 2 \beta\right)
\end{aligned}
$$

$$
\begin{align*}
D_{1}\left[\alpha, \beta, \alpha_{\mathrm{D}}, \beta_{\mathrm{D}}, \lambda_{\mathrm{D}}\right]= & \lambda_{\mathrm{D}} 2 \sqrt{2}\left(\operatorname{Sin}^{2} \beta_{\mathrm{D}} \operatorname{Sin} \beta \operatorname{Sin} 2\left(\alpha-\alpha_{\mathrm{D}}\right)\right. \\
& \left.+\operatorname{Sin} 2 \beta_{\mathrm{D}} \operatorname{Cos} \beta \operatorname{Sin}\left(\alpha-\alpha_{\mathrm{D}}\right)\right) \tag{A8}
\end{align*}
$$

$\Theta_{\mathrm{D}}\left[\alpha, \beta, \gamma, \alpha_{\mathrm{D}}, \beta_{\mathrm{D}}, \lambda_{\mathrm{D}}\right]=C_{1}\left[\alpha, \beta, \alpha_{\mathrm{D}}, \beta_{\mathrm{D}}, \lambda_{\mathrm{D}}\right] \operatorname{Cos} \gamma$ $+D_{1}\left[\alpha, \beta, \alpha_{\mathrm{D}}, \beta_{\mathrm{D}}, \lambda_{\mathrm{D}}\right] \operatorname{Sin} \gamma$
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